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Abstract. Presently very large volumes of information are being regularly 

produced in the world. Most of this information is unstructured, lacking the 

properties usually expected from relational databases. One interesting issue in 

computer science is how we may achieve data mining on such unstructured data. 

Intuitively, its analysis has been attempted by devising schemes to identify 

patterns and trends through means such as statistical pattern learning. The basic 

problem of this approach is that the user has to decide, a priori, the model of the 

patterns and, furthermore, the way in which they are to be found in the data. This 

is true regardless of the kind of data, be it textual, musical, financial or otherwise. 

In this paper we explore an alternative paradigm in which raw data is categorized 

by analyzing a large corpus from which a set of categories and the different 

instances in each category are determined, resulting in a structured database. 

Then each of the instances is mapped into a numerical value which preserves the 

underlying patterns. This is done using CESAMO, a statistical algorithm. Every 

categorical instance is then replaced by the adequate numerical code. The 

resulting numerical database may be analyzed with the usual clustering 

algorithms. In this work we exemplify with a textual database and apply our 

method to characterize texts by different authors and present experimental 

evidence that the resulting databases yield clustering results which permit 

authorship identification from raw textual data. 

Keywords. Databases, encoding, statistics, optimization. 

1 Introduction 

The problem of analyzing large sets of unstructured data sets has grown in importance 

over the last years. As of June 2019, there were more than 1,690,000 web sites in the 

world [1]. Due to corrections to Metcalfe's law [2] (which states that the value of a 

telecommunications network is proportional to n (log2 n) of the number of connected 

users of the system) there is a network world value of O(35e+08). The associated 

amount of data generated may be inferred from this number and even conservative 

metrics yield very large estimates. Most of these data are unstructured and recent 

commercial [3] approaches to the problem attest to the increasing importance assigned 

to this fact. 
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In the computer science community, data mining of texts [4], music [5] and general 

information [6, 7] is being approached with growing interest. In the vast majority of the 

cases, information extraction is highlighted and emphasizes the use of anaphora: the 

use of an expression the interpretation of which depends upon another expression in 

context. This approach, although intuitive and natural, suffers from the obvious 

disadvantage of being case-based. That is, a method developed for, say, texts in English 

will not be directly applicable to other languages and much less to other kinds of 

information.  For example, even when limiting our range of study to texts stemming 

from corporate finance (i.e. mining industry literature for business intelligence), 

"horizontal" test mining (i.e. patent analysis) or life sciences research (i.e. mining 

biological pathway information) every one of the lines just mentioned relies on a case-

by-case determination of the anaphoric usage. 

The problem at the very heart of this issue is the fact that we must preserve the 

patterns underlying the information and it had not been treated with success in the past. 

In [8], however, a method to encode non-numerical data in mixed (numerical and 

categorical) databases was shown to be effective in preserving the embedded patterns. 

To do this we must consider the fact that there is a limited subset of codes which will 

preserve the patterns in those databases consisting of both numerical and non-numerical 

data (i.e. mixed databases or MD). To identify such pattern-preserving codes (PPC) we 

appeal to a statistical methodology. It is possible to statistically identify a set of PPCs 

by selectively sampling a bounded number of codes (corresponding to the different 

instances of the CAs) and demanding the method to set the size of the sample 

dynamically. Two issues have to be considered for this method to be defined in practice: 

a) How to set the size of the sample and 2) How to define the adequateness of the codes. 

A note is in order: the PPCs are NOT to be assumed as an instance applicable to DBs 

other than the original one. That is to say: a set of PPCs (say PPC1) obtained from a 

DB (say DB1) is not applicable to a different DB (say DB2) even if DB1 and DB2 are 

structurally identical. In other words, PPC1 ≠ PPC2 for the same DB when the tuples 

of such DB are different. 

Consider a set of n-dimensional tuples (say U) whose cardinality is m. Assume there 

are n unknown functions of n-1 variables each, which we denote with fk(v1,...,vk-

1,vk+1,...,vn);k=1,...,n. 

Let us also assume that there is a method which allows us to approximate fk (from 

the tuples) with Fk. Denote the resulting n functions of n-1 independent variables with 

Fi, thus: 

Fk ≈ f(v1,...,vk-1,vk+1,...,vn); k=1,...,n . (1) 

The difference between fk and Fk will be denoted with εk such that, for attribute k and 

the m tuples in the database: 

εk = max [ abs( fki - Fki)] ; i=1,...,m . (2) 

Our contention is that the PPCs are the ones which minimize εk for all k. 

This is so because only those codes which retain the relationships between variable 

k and the remaining n-1 variables AND do this for ALL variables in the ensemble will 

preserve the whole set of relations (i.e. patterns) present in the database, as in (3): 
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Ξ = min[ max (εk ; k=1,...,n)] . (3) 

Notice that this is a multi-objective optimization problem because complying with 

condition k 0in (2) for any given value of k may induce the non-compliance for a 

different possible k. Using the min-max expression of (3) equates to selecting a 

particular point in Pareto’s front [9]. To achieve the purported goal we must have a tool 

which is capable of identifying the Fk’s in (1) and the codes which attain the 

minimization of (3). 

For this purpose we designed a new algorithm (called “CESAMO”: Categorical 

Encoding by Statistical Applied Modeling) which relies on statistical and 

numerical considerations. 

1.1 CESAMO Algorithm 

In what follows we denote the number of tuples in the DB by t and the number of 

categorical attributes by c; the number of numerical attributes by n; the i-th categorical 

variable by vi; the value obtained for variable i as a function of variable j by yi(j). 

We will sample the codes yielding yi as a function of a sought for relationship. This 

relationship and the model of the population it implies will be selected so as to preserve 

the behavioral patterns embedded in the DB. 

Two issues are of primordial importance in the proposed methodology: 

a) How to determine the number of codes to sample.  

b) How to define the function which will preserve the patterns. 

Regarding (b), we use a mathematical model considering high order relations. 

Regarding (a), we know that the distribution of the means of the samples of yi (yiAVG) 

will become Gaussian. Once it becomes Gaussian we know that further sampling of the 

yi’s will not significantly modify the characterization of the population. 

The general algorithm for CESAMO is as follows: 

 Specify the mixed database MD. 

 Specify the sample size (ss). 

 MD is analyzed to determine n, t and ci(i) for i=1,…,c. 

 The numerical data are assumed to have been mapped into [0,1). Therefore, 

every ci will be, likewise, in [0,1). 

1.   for i ← 1 to c 

2.       Do until the distribution of yiAVG  is Gaussian 

3.       Randomly select variable j (j ≠i) 

4.            Assign random values to all instances of vi. 

5.            yiAVG ← 0 

6.            For k ←1 to ss 

7.                  yi ←  f(vj) 

8.                  yiAVG ← yiAVG+yi 

9.            endfor 
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10.          yiAVG = yiAVG/ss 

11.     enddo 

12.     Select the codes corresponding to the best value of yi 

13.  endfor 

Hence, we sample enough codes to guarantee the statistical stability of the values 

calculated from yi ← f(vj). The codes corresponding to the best approximation will be 

those inserted in MD. CESAMO relies on a double level sampling: only pairs of 

variables are considered and every pair is, in itself, sampling the multivariate space. 

This avoids the need to explicitly solve the multi-objective optimization underlying 

problem. The clustering problem may be, then, numerically tackled. 

Notice that vj may be, itself, categorical. In that cases every categorical instance of 

vj is replaced by random codes so that we may calculate f(vj). 

One of the key points of CESAMO is how to define the functional relation specified 

in step 7 (i.e. yi ←  f(vj)). This selection defines the way in which our intent of 

preserving the patterns in the data is understood. In our experiments we set yi ← P11(x) 

~ β0 +
126

1



 i

i i x  as a universal polynomial approximation. In [10] it was shown that 

any continuous function may be approximately realized with a linear combination of 

monomials which has a constant plus terms of odd degree. In the case of P11(x) the 

relationships are not limited a priori. The βi of P11(x) were found with the so-called 

Ascent Algorithm (AA) [11]. The codes obtained from AA are called functional codes. 

An example of a Mixed Database and the resulting Numerical Database after 

CESAMO is shown in Figure 1. All numerical values have been mapped into [0,1]. The 

corresponding codes are shown in Figure 2. 

Once having shown that CESAMO does find the correct codes for categorical 

attributes in mixed databases any classic numerical clustering algorithm (such as Fuzzy 

C-Means [12] or SOMS [13]) may be used and, furthermore, any text (indeed, any 

collection of tokenizable data) may be treated as a set of categorical variables provided 

categories and their corresponding instances are identified. 

The rest of the paper is organized as follows. In section 2 we describe the method 

we applied to tokenize English texts. In section 3 we describe the process of encoding 

the tokenized database to obtain the corresponding clusters. In section 4 we present an 

algorithm developed to identify the correspondence of the clusters in a labeled database. 

In section 5 we describe the experiments we performed to test the viability of our 

method. In section 6 we present our conclusions. 

2 Tokenizing English Texts 

To tokenize unstructured data, we first have to find a representative sample which 

adequately characterizes the universe of data (U). Once having done so we select the 

number of categories (c). The next step is to determine the instances within every 

category (t). The number of tokens (k) per tuple determines the form of the structured 

database. The final step is to select the text to tokenize and identify the tokens which 
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will populate the structured database. Notice that these steps are independent of the 

nature of U. 

2.1 Tokenizing the Universe of Data 

We started by selecting a collection of English texts from different authors: James 

Joyce, Carl Sagan, Lord Byron, William Shakespeare and English translations of 

Gabriel García Márquez and Julio Cortázar. 125,882 words were extracted, from which 

15,031 distinct ones were identified (i.e. | U | = 15,301). We then made c=12 and t=4. 

This meant that the words in U were separated into 48 intervals. Every interval 

consists of ≈313 words which were ordered alphabetically. A category, therefore, has 

1,252 different words. Categories "IM" and "LU"; "OP" and "PR" are illustrated in 

Figure 3. 

We say that a word starting with an instance in the (now) structured database is a 

token for the category. For example, the English word "and" is a token in category 

"PR". Under this classification, the sentence "I will take a bus at twelve and arrive later 

tonight" becomes the set of tokens <TE> <EN> <AU> <A> <JU> <DW> <VI> <LI> 

<OP> <JU> <SU>. A final specification consists of assigning a number of tokens to 

every tuple in the structured database. We set k=10. Hence, a "sentence" (which we will 

 

Fig. 1. Example of Mixed and Numerical Data after CESAMO. 

 

Fig. 2. Code for categorical instances. 

  

Fig. 3. An example of categories and instances. 
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call "zentence") has a fixed size of 10 tokens. A zentence has the structure illustrated 

in Table 1. 

2.2 Obtaining the Tokenized Database 

Not all zentences include instances of all categories and, therefore, a special token 

denoted by "nuli" may appear in the i-th position of the zentence. That is, if no 

representative of category 1 appears in the zentence, it will be filled-in with nul1; if no 

representative of category 2 appears it will be filled-in with nul2 and so on. In other 

words, there are (c+1)t symbols present in the database. In our case, therefore, there 

are up to 60 different categorical instances present in the database. This is illustrated in 

Figure 4. 

Once U is determined and categorized any given selected text in English may be 

mapped into a relational database formed of zentences. We selected three texts by 

James Joyce and three by Carl Sagan and tokenized them accordingly. These texts were 

then encoded by CESAMO and finally clustered using Self-Organizing Maps. The 

resulting clusters were labeled and then tested for similarity. Clusters whose tuples are 

similarly labeled indicate the same author, different authors otherwise. 

3 Coding and Clustering the Tokenized Database 

Once the tokenized database has been obtained, we proceed to encode the attributes, 

which correspond to the tokens determined as above. The tokenized database is one in 

which all attributes are categorical. We find a set of codes (one for each different 

instance of all categories) such that the structures present in the non-numerical data set 

are preserved when every instance of every category is replaced by its numerical 

counterpart. CESAMO is based on the premise that patterns are statistically preserved 

once the distribution of the average approximation error after encoding is Gaussian. Let 

us assume that we have a hypothetical perfect set of pattern preserving codes. Assume, 

also, that there are n attributes and p tuples. Given such perfect set it would be, in 

Table 1. Structure of a zentence. 

Zentence No. Token No. 

1 1 2 3 4 5 6 7 8 9 10 

2 1 2 3 4 5 6 7 8 9 10 

 

Fig. 4. A segment of a tokenized database. 
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principle, possible to express attribute i as a function of the remaining n-1 with high 

accuracy since this perfect code set will lend itself to a close approximation.  

Every tuple in the DB consists of a set of possible codes which are to be assigned 

to every instance in the database. An encoded tuple for the database illustrated in Figure 

5a is shown in Figure 5b. Figure 5c illustrates the database resulting from replacing the 

instances of MD with the codes of Figure 5b. Numerical variables are mapped into [0, 

1] so that all numbers in the DB lie in the same range. This strategy guarantees that the 

resulting set of codes corresponds to the best global behavior. 

That is, the final set of codes encompasses the best combinations of the fi's 

minimizing the approximation error and the multi-objective optimization is solved 

Since the codes are arrived at from a stochastic process any two runs of CESAMO will 

result in different sets of codes, say S1 and S2.  

This fact allows us to verify that, as postulated, patterns will be preserved. This is 

done by applying a clustering algorithm which yields an assignment of every tuple to 

one of m clusters. Under the assumption of pattern preservation, clustering with S1 and 

S2 should yield analogous clusters. This is, indeed, the fact, as was shown in [8]. 

4 Identification of Cluster Matching in Labeled Databases 

The correct identification of analogous clusters is compulsory if, as intended, we are to 

determine whether two texts correspond (or not) to the same author. Texts T1A and 

T2A both authored by A should correspond to similar clusters whereas texts T1A and 

Age Place of Birth Years of Study Race Sex Salary 

55 North 9 White M 2,932.49 

62 North 7 Asian F 23,453.37 

57 South 24 Indian F 1,628.61 

56 Center 18 White M 4,069.62 

49 South 22 Indian F 3,650.23 

Fig. 5a. A mixed database (MD). 

North Center South White Asian Indian Other M F 

0.0002 0.2691 0.2209 0.8304 0.0668 0.4084 0.7472 0.1332 0.1283 

Fig 5b. Instances of MD and possible codes. 

Age 
Place of 

Birth 

Years of 

Study 
Race Sex Salary 

0.4928 0.0002 0.2000 0.8304 0.1332 0.0226 

0.5942 0.0002 0.1200 0.0668 0.1283 0.1896 

0.5217 0.2209 0.8000 0.4084 0.1283 0.0120 

0.5072 0.2691 0.5600 0.8304 0.1332 0.0318 

0.4058 0.2209 0.7200 0.4084 0.1283 0.0284 

0.0870 0.0002 0.8400 0.0668 0.1332 0.2306 

Fig 5c. Numerical database (ND) with codes from Figure 2b. 
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T1B (authored, respectively, by A and B) should correspond to different clusters. To 

test the purported cluster similarity poses the technical problem whose solution we 

describe in what follows. 

4.1 The Problem of Cluster Matching 

Assume that tables T1 and T2 consisting of attributes V1, ..., VC have been classified 

into 4 clusters and labeled as illustrated in Figures 6a and 6b. This labeling convention 

is convenient since one may easily count the number of matches between two clusters. 

However, clustering algorithms do not necessarily yield the same order of the 

label columns.  

For example, in Figure 7 we have compared column C11 to C21, on the one hand 

and C11 to C24 on the other. The first choice yields a count of 6 matches leading us to 

the conclusion that sets C11 and C21 do not match and that, therefore, T1 and T2 do 

not share the same clusters. 

The second choice, however, yields the full 12 matches.  

Therefore, in this instance one must conclude that column C11 (from set 1) actually 

corresponds to column C24 (from set 2). Accordingly, we should also conclude that T1 

and T2 correspond to the same set for cluster 1. The correct pairing has to be achieved 

in similar fashion for all clusters. 

If there are m clusters and p tuples there are mp possible combinations of valid 

labeling sets. We need to investigate which of these does actually correspond to the 

proper matching of the m clusters in T1 with those of T2.  

Only then we may compare T1 and T2 and determine their similarity. To achieve 

this identification, we designed the following algorithm. 

 

Fig. 6a. A segment of labeled Numerical Database T1. 
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4.2 Algorithm for Optimization of Cluster Matching 

The proposed algorithm for optimization of cluster matching is as follows. 

1. Create a matching table "MT" of dimensions mm . 

    Make MT(i,j)  0 for all i, j.  

2. For 1i  to m 

        For j 1  to m 

            If column i = column j  

                MT(i,j)  MT(i,j) +1 

            endif 

         endfor 

    endfor 

MT(i,j) will contain the number of matches between cluster i of table T1 and cluster 

j of table T2. 

3. Create a table "Scores" of dimension Q (Q >>0). 

4. For i  1 to Q    

4.1. Set a random valid sequence Si of m possible matching sequences between  

       the clusters of T1 and those of T2. 

4.2. Find the number of matches Mi  between T1 and T2 from table MT as per Si. 

4.3. Make Scores(i)  Mi. 

    endfor 

5. I   index of max(Scores(i)) for all i. 

6. Select SI. This is the matching set which maximizes the number of coincidences 

between the clusters of T1 and T2. 

The core of the algorithm lies in step 4.1 where the valid matching sequences are 

determined. This algorithm will find the sequence which maximizes the number of 

matches between the clusters of T1 and T2 with high probability provided Q is large 

enough. In our experiments we made Q =1000. Given the large number of possible 

pairings between the clusters of T1 and T2 the algorithm is a practical way to select 

which cluster of T1 should be paired with which cluster of T2. 

5 Experimental Authorship Identification 

At this point we are in a position which allows us to test the initial hypothesis of 

authorship identification. As already stated, we selected 3 texts from James Joyce (JJ) 

and 3 from Carl Sagan (CS). These were, consecutively, tokenized, CESAMO-

encoded, clustered with SOMs and labeled. Previous analysis led us to the conclusion 

that there were 4 clusters, as may be seen from the graph in Figure where we display 

the results of having trained texts from JJ and CS for up to 6 clusters with SOMs. 
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The maximum errors relative to the mean were smallest for 4 clusters and the 

calculated standard deviation with a 0.05 p-value [14] was, likewise, smallest for the 

same number. The texts we selected were roughly the same size (≈16,000 words). They 

were then tokenized and CESAMO-encoded. The resulting databases were clustered 

and labeled. Next cluster matching was performed and adjusted when needed. We then 

proceeded to obtain a matrix of coincidences for the 15 possible combinations of the 6 

texts. These are shown in Table 2. JJi denotes the i-th text by James Joyce; likewise CSi 

denotes the texts by Sagan. 

The texts pairings were ordered according to the percentage of matches we obtained. 

We observed the following behavior: 

 All matching text matches were higher when the authors were the same, with 

the exception of item 6, where the texts by JJ vs CS had higher matches 

than expected. 

 The correct assessment of authorship matches for the first 5 couples remains 

very close or above 75%. Therefore, a matching percentage of 75% appears to 

be sufficient to ascertain similar authorship. 

 

Fig. 6b. A segment of labeled Numerical Database T2. 

 

Fig. 7. Similarity for different choices of cluster columns. 
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 There appears to be no possible definitive conclusions of the purported 

authorship in the borderline percentages for items 6-8. 

 

Fig. 8. Standard deviation for training errors. 

Table 2. Comparison of clusters obtained. 

 Text 1 Text 2 Cluster Matches % 

1 CS1 CS2 98.23 % 

2 CS2 CS3 86.43 % 

3 CS1 CS3 82.50 % 

4 JJ1 JJ2 78.54 % 

5 JJ1 JJ3 74.69 % 

6 JJ3 CS3 68.60 % 

7 JJ2 JJ3 66.77 % 

8 JJ1 CS3 65.71 % 

9 JJ2 CS1 57.14 % 

10 JJ3 CS2 57.14 % 

11 JJ1 CS2 54.29 % 

12 JJ2 CS3 54.29 % 

13 JJ3 CS1 54.29 % 

14 JJ1 CS1 51.52% 

15 JJ2 CS2 48.57 % 
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 Matching percentages below 60% seem to imply negative authorship for the 

analyzed couples. 

 The identification percentage falls smoothly so that there is not a clear cut 

threshold dividing correctly assessed authorship from the alternative. 

6 Conclusions 

We have described a method to identify the authorship of selected English texts which 

is not based on linguistic considerations. It relies on the identification and preservation 

of the patterns embedded in the texts by the intelligent encoding of the data. There are 

several parameters which were heuristically determined and have to be further 

explored: e.g. the size of the zentences, the number of categories and the corresponding 

instances, the selected texts and their lengths. Setting them after systematic 

experimental tests might improve the algorithm significantly. Finally, the results, which 

seem to be promising, are only valid if we assume that the method will behave similarly 

if the restricted number of authors we selected were to be expanded. Experimental work 

remains to be done. 

At any rate this seems to be a promising and novel alternative; particularly in view 

of the fact that, as pointed out in the introduction, it may be applied to any kind of 

unstructured data. We expect to report on the application of our method to more general 

and non-textual data in the near future. 
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